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Resource Allocation Strategies for Network-Coded

Video Broadcasting Services over LTE-Advanced
Andrea Tassi, Chadi Khirallah, Dejan Vukobratović, Francesco Chiti, John S. Thompson and Romano Fantacci

Abstract—Video service delivery over 3GPP Long Term
Evolution-Advanced (LTE-A) networks is gaining momentum
with the adoption of the evolved Multimedia Broadcast Multicast
Service (eMBMS). In this paper, we address the challenge of opti-
mizing the radio resource allocation process so that heterogeneous
groups of users, according to their propagation conditions, can
receive layered video streams at predefined and progressively
decreasing service levels matched to respective user groups. A
key aspect of the proposed system model is that video streams
are delivered as eMBMS flows that utilize the random linear
network coding principle. Furthermore, the transmission rate
and network coding scheme of each eMBMS flow are jointly
optimized. The simulation results show that the proposed strategy
can exploit the user heterogeneity in order to optimize the
allocated radio resources while achieving desired service levels
for different user groups.

Keywords—Network coding, multimedia communication, re-
source allocation, eMBMS, LTE-A.

I. INTRODUCTION

Video content delivery over fourth generation (4G) mobile

cellular networks, namely Long-Term Evolution (LTE) and

LTE-Advanced (LTE-A), is estimated to grow exponentially

due to the surge in demand for bandwidth-intensive applica-

tions based on video streaming [1].

To support video multicasting and broadcasting, LTE

and LTE-A offer the functionality of managing point-to-

multipoint (PtM) communications through the evolved Mul-

timedia Broadcast and Multicast Service (eMBMS) [2]. Two

transmission modes have been defined [3]: the Single Cell

(SC-) and the Single Frequency Network (SFN-) eMBMS.

Unlike SFN-, the SC-eMBMS design allows each eNodeB

(eNB) to independently select service delivery parameters.

Regardless of the transmission mode, it is infeasible that a

large number of User Equipments (UEs) can explicitly provide

feedback to the eNB about their propagation conditions for the

eMBMS services.

This paper deals with a SC-eMBMS deployment, where

the eNB delivers broadcast video services to all UEs that
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belong to one cell. In particular, the main goal of the paper is

to define an efficient resource allocation strategy suitable for

scalable video broadcasting. We consider video flows encoded

by using the H.264 Scalable Video Coding (H.264/SVC) [4]

codec which provides video streams formed by multiple video

layers, namely, the base layer and several enhancement layers.

The base layer provides a basic reconstruction quality that is

gradually improved by decoding subsequent layers [5].

One of the key points of resource allocation strategies for

PtM communications is the possibility of exploiting the user

heterogeneity (in terms of propagation conditions) to maxi-

mize the level of satisfaction of each user. Several allocation

strategies have been proposed for multicast/broadcast commu-

nications over OFDMA-based systems [6]. Among them, we

have the Least Channel Gain (LCG) strategy which delivers

services such that they can be recovered by UEs experiencing

the worst propagation conditions in the network [7], [8]. In this

case, the maximum PtM service transmission rate is limited

by UEs experiencing the worst reception quality.

Multi-rate Transmission (MrT) schemes promise to over-

come this problem by: (i) splitting the set of users targeted by

the delivered PtM service into subsets, and (ii) differentiating

the service delivery into subflows (one per subset) which are

optimized according to the propagation conditions of each

subset [9], [10]. Even though MrT schemes can better exploit

the user heterogeneity, they usually assume that UEs provide

feedback to the transmitting node reporting their propagation

conditions [9], [11], [12] or positioning information [10]. In

addition, these schemes do not address the resource allocation

problem by taking into account the tight constraints imposed

by 3GPP on the scheduling and structure of LTE radio frames

containing eMBMS subframes [2]. It is worth noting that, even

though there are allocation strategies which aim to minimize

the average/instantaneous user dissatisfaction [9], [11], none

propose a resource allocation framework that ensures a prede-

fined service level to a certain group of users.

Reliable packet-loss resilient multimedia service broadcast-

ing via eMBMS has been considered a challenging prob-

lem [13]. In particular, 3GPP has foreseen the adoption of Ap-

plication Level-Forward Error Correction (AL-FEC) schemes

based on Raptor Codes to improve reliability of broadcast

and multicast eMBMS communications [3]. However, a major

concern about AL-FEC coding strategies is that they lead

to a large communication delay [14]. In order to overcome

that issue, link-level Random Network Coding (RNC)-based

strategies have been recently proposed as a valuable and

affordable (from a computational point of view) alternative

to fountain code-based AL-FEC schemes [14], [15].

Several works dealing with the definition and optimization
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of Network Coding (NC) applications to data broadcasting

over a multi-hop network have been proposed [16], [17].

Among proposals, the NC principle is usually utilised by

intermediate communication nodes (which linearly combine

incoming data streams and forward them as a single stream)

and communication-ends (which have to decode the network

coded streams they receive) [18]. Among recent works in this

field, Y. Xi et al. [16] propose a utility-based optimization

model where the multicast scheme used to deliver a set

of independent multicast sessions is optimized in order to

maximize the overall delivery utility function and minimize

the network cost (namely, the cost metric associated with a

multicast session delivery). In addition, D. Zhang et al. [17]

propose a multicast scheme aiming at minimizing the total

transmission power associated with the delivery of a multi-

cast data session over a multi-hop OFDMA-based network.

However, it is worth noting that both [16] and [17] refer to

independent set of multicast services that are not connected

by any coupling constraints (this usually happens in the case

of layered video communications).

NC-based strategies have been also proposed for delivering

PtM layered services over multi-hop network topologies [19]–

[22]. In particular, S. Dumitrescu et al. [19] design a NC-based

multicast scheme, where intermediate communication nodes

can linearly combine data streams associated with different

service layers. The transmission model proposed in [19] aims

at maximizing the sum of video layers recovered by all the

multicast users. Likewise, S. Supittayapornpong et al. [20]

propose a resource allocation framework aiming at maximizing

the overall number of recovered service layers such that

given sets of users can recover (at least) a predetermined

number of layers. The aforementioned goal is also fulfilled

in [21] and [22] by means of a two-stage message-passing

and Edmonds-Karp maximum flow algorithm, respectively.

The theoretical frameworks presented in [19]–[22], as well

as those proposed in [16], [17], mainly refer to code design

issues related to the multi-hop nature of the networks they

consider.

In contrast to [16], [17], [19]–[22], this paper deals with the

application of RNC as a way to improve reliability of commu-

nications over a one-hop broadcast network [23]–[26]. Further-

more, this paper draws inspiration from [15] where the authors

propose to modify the standard LTE Media Access Control

(MAC) by adding a coding sublayer (called MAC-RNC). In

particular, this provides improved resilience to packet loss of

delivered services by using RNC. This paper enhances the

work presented in [15] by extending the MAC-RNC design

to deliver H.264/SVC video streams as eMBMS broadcast

traffic flows. In addition, the authors of [15] investigated

the performance of the MAC-RNC-based delivery strategy

by comparing it with 3GPP-standardized Hybrid Automatic

Repeat-reQuest (HARQ) strategies. However, they do not try

to optimize the system design under investigation. To this

end, this paper proposes a novel MrT-based strategy aiming at

jointly optimizing the Modulation and Coding Scheme (MCS),

the transmission rate, and the RNC scheme used to deliver

each H.264/SVC video layer to heterogeneous sets of users.

We would like to highlight that, unlike the aforementioned
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Fig. 1: LTE/LTE-A protocol stack and a part of the radio frame

(for L = 2).

MrT schemes [9]–[12], the provided allocation strategy: (i)

does not require any feedback from the UEs, and (ii) ensures

that each service layer is successfully received with a given

probability by the corresponding user group.

This paper is organized as follows. Section II describes the

extension to the MAC layer we considered and the theoretical

framework used to evaluate the service level of a H.264/SVC

video service transmission. In addition, Section II describes the

proposed optimal resource allocation model. Numerical results

are presented in Section III and finally Section IV concludes

the paper.

II. SYSTEM MODEL AND RESOURCE ALLOCATION MODEL

FOR RNC-BASED EMBMS VIDEO DELIVERY

Consider a H.264/SVC video stream which is delivered by

an eNB as an SC-eMBMS flow to all the UEs in a cell.

Moreover, assume that the service is composed by the set of

layers {v0, v1, . . . , vL}, where v0 and {v1, . . . , vL} are the

base video layer and the L enhancement layers, respectively.

Fig. 1 shows the LTE protocol stack, proposed in [15],

which we refer to. Assuming that each video layer is asso-

ciated with an independent IP packet stream, the figure shows

the stream composed of L + 1 video layers that enter the

communication stack at the Packet Data Conversion Protocol

(PDCP) layer. The PDCP Protocol Data Units (PDUs) are

concatenated/segmented in the Radio Link Control (RLC)

layer and then forwarded to the MAC layer [2]. Because the

MAC-RNC sublayer should improve the reliability of data

broadcasting, we have that: (i) the stream of RLC PDUs

related to a video layer is segmented into information symbols

of LS bits, (ii) information symbols are grouped into sets

of Kl items, namely {p1, . . . , pKl
} the so-called information

messages [18], and (iii) according to the RNC principle, the

MAC-RNC sublayer produces a stream of coded symbols

{c1, c2, . . .} from each information message. Finally, the i-
th coded symbol is obtained as a linear combination of

information symbols (forming an information message), i.e.,

ci =
∑Kl

j=1 gj · pj where each coding coefficient gj is taken

at random from an uniform distribution over a finite field

of size q. A stream of coded symbols associated with an
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TABLE I: Commonly used notation.

vl l-th H.264/SVC video layer

LS bit length of an information/coded symbol

Kl no. of information symbols forming an information

message associated with the vl
Nl no. of TB transmissions associated with vl
ml MCS used for transmitting TBs of vl

NRBP,l no. of RBPs forming TBs related to vl
n(ml) no. of coded symbols per RBP as a function of ml

Peml
TBLER related to the MCS ml

Ul number of UEs belonging to MAl

PUE,l probability that a user of MAl recovers the first l+ 1
layers

PMA,l delivery probability of the first l+1 layers over MAl

information message is mapped (by the MAC layer) in Nl

MAC PDUs. Each MAC PDU is mapped onto a Transport

Block (TB) and broadcast to the UEs. Hence, depending on

the TB size and MCS in use1, a TB holds a variable number

of coded symbols. A UE recovers the delivered information

message as soon as Kl linearly independent coded symbols

are collected. In this paper, as proposed in [15], we assume

that both the eNB and UEs are equipped with synchronised

random number generators (RNGs) such that they can re-

compute coding coefficients by using RNG seeds. In particular,

the RNG seed associated with the first coded symbol in a TB

is delivered as part of LTE signalling information. The RNG

seeds associated with the remaining coded symbols in the TB

are then incrementally computed (from the initial one).

For the sake of clarity, we summarized in Table I the list

of symbols that are extensively used in the paper. Table II

lists the MCSs which are eligible for the TB transmission. In

particular, we consider the set of MCSs which corresponds to

Channel Quality Indicator (CQI) values ml that UEs feedback

for Point-to-Point (PtP) services indicating their channel con-

ditions [2]. Finally, we assume that all of the TBs containing

data associated with the l-th video layer are delivered by means

of the same MCS ml.

The transmission time duration of a TB is fixed and equal

to Transmission Time Interval (TTI), namely 1ms [2]. In

addition, a TB may consist of NRBP,l Resource Block Pairs2

(RBPs). Fig. 1 shows the time-frequency structure of an

LTE radio frame. It consists of 10 subframes (each with a

transmission time duration of one TTI). The figure reports

also the maximum number of subframes that can be used for

delivering eMBMS data flows, namely 6 out of 10 subframes

per radio frame. As shown in the figure, we assume that during

each eMBMS-capable subframe, the eNB can deliver (at most)

one TB per video layer. Hence, a subframe holding eMBMS

data, can deliver (at most) L+ 1 TBs (namely, the base layer

and L enhancement layers).

The TBs that contain coded symbols associated with

the l-th video layer are delivered using the MCS ml and

contain n(ml) coded symbols per RBP. Hence, the total

number of coded symbols that can be placed in a TB is

1The LTE standard imposes that a MAC PDU has to be mapped to a TB.
Hence, the MAC PDU size depends on the MCS used for the TB transmission.
Again, according to the LTE standard, the MAC layer selects the MCS used
for the TB transmission [2].

2Which is a fixed frequency-time unit of resource allocation within LTE
that consists of 12 OFDM subcarriers (180 kHz) × 1ms [2].

TABLE II: Number of coded symbols per RBP vs. ml (for

LS = 32 bits) [15].

ml Mod.
Code

n(ml) ml Mod.
Code

n(ml)Rate Rate

1-3 No Tx - - 10 64QAM 0.45 10

4 QPSK 0.3 2 11 64QAM 0.55 12

5 QPSK 0.44 3 12 64QAM 0.65 14

6 QPSK 0.59 4 13 64QAM 0.75 16

7 16QAM 0.37 5 14 64QAM 0.85 18

8 16QAM 0.48 6 15 64QAM 0.93 20

9 16QAM 0.6 8

C(ml, NRBP,l) = n(ml) ·NRBP,l. Table II lists all the possible

values of n(·), for LS = 32 bits [15].

Moreover, we define the l-th Multicast Area (MA) MAl as

the fraction of the cell area where every UE can recover the

first l + 1 video layers with a given probability. In this paper

we assume that the relation m0 ≤ m1 ≤ . . . ≤ mL holds, i.e.,

the MCS index of the l-th video layer cannot be smaller

than that of the (l − 1)-th one. Let us approximate MAl (for

l = 0, . . . , L) as a circle of radius rl equal to the maximum

distance between the eNB and the furthest point where the

TB Error Rate (TBLER) Peml
(characterizing the reception of

TBs associated with the l-th video layer) is not greater than

0.1%3. For these reasons, we have that rl ≤ rl−1. Assuming

that UE distribution follows a Poisson point process of average

density λ, the average (rounded up) number of UEs belonging

to MAl is given by Ul =
⌈

λπ r2l
⌉

[27]. Hence, the average

number of UEs in the cell is Ue =
⌈

λπ r2e
⌉

, where re is the

maximum distance between the eNB and the cell-edge.

A H.264/SVC encoded video stream is divided into Group

of Pictures (GoPs) that consist of gGoP video frames. The video

frame rate is given by fGoP frames-per-second (fps), and the

time duration of a GoP is tGoP = gGoP/fGoP. Moreover, we can

express the time duration of a GoP in terms of the number of

TTIs as: dGoP = ⌊tGoP/tTTI⌋, where a tTTI is the LTE TTI

(namely, 1ms).

Since the decoding process of a H.264/SVC video takes

place on a per-GoP basis, we define a RNC information

message of the l-th SVC video layer as the set of information

symbols forming the l-th layer of a GoP. Hence, Kl is defined

as Kl = ⌈(Rl · tGoP)/LS⌉, where Rl is the bitrate of the l-th
SVC video layer4.

In this paper, the term Quality-of-Service (QoS) refers to

the received video quality expressed in terms of the number of

reconstructed video layers. For an information message of the

l-th video layer, the probability that a UE recovers it (i.e., the

probability that a UE collects Kl linearly independent coded

symbols) after Nl TB transmissions as a function of Nl, ml

3In LTE/LTE-A systems, transmitting by using a given MCS is permitted as
long as the TBLER experienced by a UE is equal to or smaller than 10−1 [2].
We assume that rl can be estimated: (i) during the network deployment phase
or (ii) by the eNB itself which uses CQI values reported by UEs for standard
Point-to-Point services.

4It is worth mentioning that if the value of Kl is too large for the Gaussian
Elimination decoder in use, the complexity of the decoding process can be
reduced by referring to the systematic version of RNC [15].
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and NRBP,l can be expressed as follows [28]:

PUE,l
.
= PUE(Nl,ml, NRBP,l)

=

Nl
∑

t=χl

[

(

Nl

t

)

PeNl−t
ml

[1− Peml
]t ·

Kl−1
∏

i=0

(

1−
1

qt C(ml,NRBP,l)−i

)

]

(1)

where, χl =
⌈

Kl

/

C(ml, NRBP,l)
⌉

is the minimum (integer)

number of TB transmissions needed to deliver at least Kl

coded symbols. Let us assume that TB reception errors occur

as statistically independent events among UEs of the same

MA. From (1), the probability that Ul UEs recover the l-th
SVC video layer of a GoP is (PUE,l)

Ul . Hence, the probability

that Ul UEs belonging to MAl recover the basic and the first

l enhancement video layers is (at least) equal to

PMA,l
.
= PMA (N0, . . . , Nl,m0, . . . ,ml, NRBP,0, . . . , NRBP,l)

=

l
∏

i=0

PUi

UE,i. (2)

A. Rate-Optimized and Coverage-Aware Resource Allocation

Strategy

The novel resource allocation strategy we propose, which

we call “Multi-rate Network Coding” (MrNC), is embedded

into the MAC-RNC sublayer (see Fig. 1), implemented at the

eNB side and does not rely on any information related to UEs

in the given cell. The proposed strategy aims at allocating

resources in order to ensure that heterogenous QoS levels are

achieved for different MAs. That goal is achieved, for each

video layer, by jointly optimizing (i) the TB sizes (in terms

of number of RBP per TB) NRBP,l (ii) the number of TB

transmissions Nl within a GoP time interval, and (iii) selecting

the MCS ml of each MA. In particular, the proposed strategy

aims at optimizing the number of transmitted coded symbols

per video layer. The MrNC model can be stated as follows:

(MrNC) min
m0,...mL

N0,...,NL

NRBP,0,...,NRBP,L

L
∑

l=0

Nl NRBP,l (3)

subject to
Ul

Ue

≥ UTH,l l = 0, . . . , L (4)

ml < ml+1 l = 0, . . . , L− 1 (5)

PMA,l ≥ P̂TH,l l = 0, . . . , L (6)

NRBP,l ≤ N̂TH l = 0, . . . , L (7)

Nl ≤ ⌊TTIe dGoP⌋ l = 0, . . . , L (8)

where, the constraint (4) ensures that the average number of

UEs per MA is not smaller than a certain value, and (5) avoids

the overlapping of any two MAs, since it would be pointless to

deliver the same video service characterized by two different

QoS levels across the same fraction of the cell area. Using the

constraint (6), the v0, . . . , vl video layers will be recovered

with a probability which is at least equal to P̂TH,l. It is worth

mentioning that the value of PMA,l in (6) has been evaluated

Procedure 1 Definition of the MAs.
t← 15
for l = 0→ L do

repeat

ml ← t

t← t− 1
until Ul

/

Ue ≥ UTH,l or t < 4
end for

by setting Peml
= 10−1 (i.e., we set Peml

to the greatest

TBLER value) in (1) and (2). As for (7), it ensures that the

frequency span of each TB can not be greater than N̂TH. The

TB transmissions associated with each video layer have to be

completed (at most) in dGoP subframes. Due to the fact that

only 60% (TTIe = 0.6) of subframes per-frame are eMBMS-

capable, the constraint (8) states that Nl cannot be greater than

0.6 ·dGoP. The objective function (3) will minimize the overall

radio resource footprint associated with the transmission of

all the video layers of a GoP, conditioned so that the QoS

constraints, as defined in (4)-(8), are met. In particular, (3)

minimizes the sum of RBPs (Nl ·NRBP,l) associated with each

video layer.

Unfortunately, the MrNC model is a complex nonlinear

integer optimization problem. Even though the solution of

MrNC can be found by means of a genetic strategy [29], it

cannot be considered a viable alternative in a practical scenario

because: (i) the number of iterations after that (with a good

approximation) the optimum solutions of the problem is found

cannot be evaluated in advance, and (ii) the time required to

find the solution quickly becomes prohibitive as the number

of variables increases [30]. For this reason, the rest of this

section proposes an efficient heuristic strategy to solve the

MrNC model: the Heuristic MrNC (HMrNC) strategy. HMrNC

comprises three sequential steps which aim to: (i) optimize the

MCSs of each MA, (ii) choose the TB sizes, and (iii) optimize

the number of TB transmissions.

Considering Procedure 1 that is in charge of the first

step, namely: (i) it iterates over the MCS values (starting

from 15, see Table II), and (ii) for each video layer, it

identifies the smallest MA such that the constraints (4)

and (5) hold. For the second step of HMrNC, we decided

to set NRBP,l equal to the maximum possible value (N̂TH)

and then optimize the number of TBs transmitted to each

MA5 (the third step). Let us define6 P̃MA,l(N0, . . . , Nl)
.
=

PMA

(

N0, . . . , Nl

∣

∣m0, . . . ,ml, NRBP,0, . . . , NRBP,l

)

. Since

m0, . . . ,mL and NRBP,0, . . . , NRBP,L are given, the MrNC

problem can be restated as follows:

(H1) min
N0,...NL

L
∑

l=0

Nl (9)

subject to Nl ≤ ⌊TTIe dGoP⌋ l = 0, . . . , L (10)

P̃MA,l(N0, . . . , Nl) ≥ P̂TH,l l = 0, . . . , L. (11)

5This method will tend to reduce the transmission time duration of a
GoP rather than optimize the TB sizes. In addition, the latter aspect can be
indirectly addressed during the service deployment phase by tuning the value

of N̂TH .
6In this paper we define f(x

∣

∣t0, . . . , tw) as the parametric function where
x is the variable and t0, . . . , tw are parameters.
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Procedure 2 Minimization of the time duration of the process.

for l = 0→ L do

N∗

l ← χl

while P̃MA,l(N0, . . . , Nl)
∣

∣

N0=N∗

0
,...,Nl−1

=N∗

l−1

< P̂TH,l do

N∗

l ← N∗

l + 1
end while

end for

Once again, H1 is a noninteger and nonlinear problem but

in this case it can be efficiently solved. To this end, con-

sidering P̃MA,l(N0, . . . , Nl), from (2) we can see that the

probability value cannot decrease when Nl increases and the

remaining variables are kept constant. Furthermore, let N∗l
(for l = 0, . . . , L) be the smallest value of Nl such that

P̃MA,l(N0, . . . , Nl) ≥ P̂TH,l (for l = 0, . . . , L) holds. Like-

wise, the approach presented in [28] and starting from l = 0,

the value of N∗l can be efficiently found by testing all the pos-

sible values of Nl from χl until P̃MA,l(N0, . . . , Nl) ≥ P̂TH,l

holds. In particular, Proposition 1 proves that the objective

function (9) is minimized by {N∗0 , . . . , N
∗
L}. Finally, Proce-

dure 2 proposes a possible implementation of the proposed

strategy.

Proposition 1: {N∗0 , . . . , N
∗
L} is an optimum solution of H1.

Proof: The probability P̃MA,l(N0, . . . , Nl) is a non-

decreasing function with respect to the variable Nl

(for any l = 0, . . . , L). Considering Procedure 2,

it starts from l = 0 and minimizes the functions

P̃MA,l(N0), . . . , P̃MA,l(N0, . . . , Nl)
∣

∣

N0=N∗

0
,...,Nl−1=N∗

l−1

, etc.

Let us assume the existence of another solution {N ′0, . . . , N
′
L}

of H1 such that
∑L

l=0 N
′
l <

∑L

l=0 N
∗
l . Hence, there is at

least one term N ′l such that N ′l < N∗l . However, because of

the definition of N∗l , the constraint (11) would not hold. This

completes the proof by reductio ad absurdum.

Consider Procedure 2, it can solve H1 in a finite number of

steps. In particular, we can note that N∗l belongs to the interval

I =
[

χl,
⌊

TTIe · dGoP

⌋]

. During one iteration, the procedure

tests just one value of I . Hence, N∗l is found in a number of

iterations which are less than or equal to the number of items

in I . For this reason, Procedure 2 returns (at most) after Q
iterations such that Q ≤

∑L

l=0 (⌊TTIe dGoP⌋ − χl + 1).

III. NUMERICAL RESULTS

This section investigates the system performance in terms

of the resource load index η defined as:

η =
1

⌊TTIe dGoP⌋ N̂TH

L
∑

l=0

NRBP,l Nl (12)

where,
∑L

l=0 NRBP,l·Nl represents the radio resource footprint

of the allocation strategy (namely, the objective function of the

MrNC problem). In addition, we consider the probabilities7

PMA,l that a reference group of 10 UEs can recover each ser-

vice QoS level (see (2)), and hence, the maximum achievable

Peak Signal-to-Noise Ratio (PSNR) defined as:

p = max
l=0,...,L

{p̂l PMA,l} (13)

7In this section we referred to Peml
(for l = 0, . . . , L) values computed by

averaging TBLER values obtained by 103 iterations of the datalink simulation
framework presented in [15].

TABLE III: Simulation parameters considered.

Paramter Value

Inter-Site-Distance (ISD) 500 m

System Bandwidth 20 MHz

Transmission Scheme SISO

Duplexing Mode FDD

Carrier Frequency 2.0 GHz

Transmission Power 40 W per-sector

eNB and UE Antenna Gains see Table A.2.1.1-2 [31]

Pathloss and Penetration Loss see Table A.2.1.1.5-1 [31]

P̂TH,l 0.9, for l ∈ 0, . . . , L

N̂TH [4, . . . , 12] RBPs

Stream A [11]

{ẑ0, . . . , ẑ2} [kbps] {117.1, 402.5, 1506.3}
{p̂0, . . . , p̂2} [dB] {29.94, 34.78, 40.73}
{UTH,0, . . . , UTH,2} {0.4, 0.5, 0.9}

Stream B

{ẑ0, . . . , ẑ3} [kbps] {160.0, 300.0, 560.0, 1150.0}
{p̂0, . . . , p̂3} [dB] {29.45, 32.30, 34.52, 38.41}
{UTH,0, . . . , UTH,3} {0.4, 0.55, 0.75, 0.9}

Stream A, B

gGoP 16 frames

fGoP 30 fps

q 28

where, p̂l is the PSNR obtained after recovery of the video

layers v0, . . . , vl.
We provide performance comparisons between the resource

allocation solutions obtained by the HMrNC heuristic ap-

proach and, for the sake of comparison, by directly solving

the MrNC model8. We also consider the allocation model

proposed in [11], named hereafter as the Video Rate Allo-

cation (VRA) strategy, that tries to maximize the sum of

the video quality perceived by each UE. In order to make a

fair comparison among the MrNC (directly solved), HMrNC

and VRA methods, we impose that the eNB cannot skip the

transmission of any video layer, hence, we restate the VRA

objective function as follows9:

(VRA) max
m0,...,mL

L
∑

l=0

Ul p̂l (14)

subject to ml < ml+1 l = 0, . . . , L− 1. (15)

Furthermore, we compare both the direct solution of MrNC

and that obtained by HMrNC with a MrT-based strategy [6].

For the latter strategy, we draw inspiration from [12], where

UEs are split into multiple Multicast Groups (MGs), the

transmission rate used to deliver data to a MG is constrained

by the UE experiencing the worst propagation conditions (in

the MG). This means that the MrT optimization problem can

be restated, for any l = 0, . . . , L, in the following equivalent

form:

(MrT) argmax
ml∈[4,...,15]

{

ml

∣

∣

∣

Ul

Ue

≥ UTH,l

}

. (16)

This tries to deliver the l-th video layer over a MAl by using

the maximum MCS such that the relation (4) holds (namely,

a LCG-based approach is used within a MG).

Due to the fact that neither the VRA, nor MrT strategies

explicitly address the TB sizing problem, we assume that each

TB consists of N̂TH RBPs. In addition, both the VRA and

MrT strategies assume that UEs can report to the eNB CQI

8It is worth mentioning that the MrNC problem has been solved by means
of a genetic strategy [29], see Section II-A. Throughout this section, we will
refer to that kind of solution as the “direct solution” of the MrNC problem.

9The original formulation of the VRA model aims at jointly optimizing the
set of delivered layers and MCSs used in the transmissions [11].
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Fig. 2: Resource load index as a function of N̂TH.

feedback but one of the key points of both MrNC and HMrNC

is that they do not rely on any UE feedback. Hence, for the

sake of comparison, we assume that the actual number of UEs

which on average report the CQI value ml is equal to Ul.

Finally, in the case of both the VRA- and MrT-based video

delivery, transmissions take place through the standard LTE

MAC layer (namely, a communication stack without the MAC-

RNC sublayer).

We consider a network of 19 macro-cell eNBs, each man-

aging three hexagonal sectors. eNBs are organized in two

concentric circles centred on the target eNB. In addition,

TBLER values experienced by a UE, as a function of a given

MCS and distance from the eNB, are estimated by the finite-

state Markov model approach presented in [15]. Table III

summarizes both the main simulation parameters and the

two H.264/SVC video streams [32] that we considered. In

particular, for each video layer we report also the bitrate ẑl
obtained after recovery the first l + 1 video layers.

Results reported in this section will clearly show that

both resource allocation solutions obtained by directly solving

the proposed MrNC or by using the HMrNC strategy meet

predefined service constraints (4) and (6), with the minimum

resource footprint (3). Furthermore, in spite of the fact that the

radio resource footprint of VRA and MrT (required to achieve

their respective goals) is smaller than those associated with the

direct MrNC and HMrNC solutions, they cannot ensure that

a predefined video QoS level is maintained over the targeted

fractions of the cell area.

In Fig. 2, we compare the value of η, as a function of N̂TH,

characterizing all the considered resource allocation strategies,

in the case of video stream A and B. From (12), we have

that the overall number of RBPs used to deliver a stream

increases as the value of η enlarges. Considering the figure,

the performance gap between the solution obtained by directly

solving MrNC (indicated in all the figures of this section as

“MrNC”) and that derived by HMrNC is negligible (at most

it is less than 0.01). It is worth noting that that is caused by

the fact that, in the latter case, both the MCS selection and

TB sizing processes are separated from the optimization of

the number of TB transmissions10. On the other hand, both

10In particular, as expected, η values associated with the HMrNC strategy
are (slightly) greater than those relative to the solutions obtained by directly
solving the MrNC problem. As a consequence, the number of coded symbols
used to deliver a video layer might be slightly bigger than that we have by
directly solving MrNC.
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Fig. 3: Video delivery probabilities and maximum PSNR of

stream A vs. distance from eNB.
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Fig. 4: Video delivery probabilities and maximum PSNR of

stream B vs. distance from eNB.

the VRA and MrT strategies deliver the video streams A and

B by using a fraction of the radio resources which is smaller

than that we have by directly solving MrNC (or by using the

HMrNC strategy) of at most 1.63 and 1.19 (2.18 and 1.20)

times, respectively.

In spite of the larger radio resource footprint for resource

allocation obtained by directly solving MrNC or derived by

means of HMrNC, it is worth noting that the proposed resource

allocation framework can deliver a service with the desired

QoS level over a given fraction of the cell-area. Considering

stream A, Fig. 3 compares (for N̂TH = 6) the PMA,l values

of each QoS level and p as a function of the distance of the

considered reference group from the eNB. For each MA, the
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figures report the value of rl (the dashed lines). Unlike the

direct MrNC and HMrNC-based resource allocation solutions,

both the VRA and MrT strategies cannot deliver the service

over the desired fractions of the cell-area. For instance, MA0

(MA2) defined by the VRA and MrT strategies extends up to

a distance which is 81.9 m and 14.9 m (20.2 m for both the

strategies) smaller than the minimum required, respectively.

Finally, Fig. 4 shows (for N̂TH = 6) similar behaviour for

video stream B. In this case we note that the MA0 (MA3)

provided by the VRA and MrT allocation strategies spans up to

a distance that negatively diverges from the minimum required

one of 71.9 m and 15.9 m (20.2 m for both the strategies),

respectively.

It is worth noting that the resource allocation solution

derived by the HMrNC strategy is: (i) a feasible solution of

MrNC problem but (ii) may be characterized by a slightly

greater resource footprint than that of the direct solution of

MrNC (which, with a good approximation, approaches the

optimum solution of MrNC). Hence, the HMrNC strategy may

provide a resource allocation solution that leads to deliver

more coded symbols per-video layer than the corresponding

direct solution. For this reason, the PMA,l values (2) may be

slightly greater than those associated with the direct solution

of MrNC. This means that the HMrNC strategy could be able

to deliver a video stream, at a certain QoS level, over a MA

which is slightly greater than that associated with the direct

solution of MrNC. In particular, this effect can be noted in

Fig. 3 (Fig. 4) by considering the delivery probability values

associated with the reception of v0 and v1 (v0, v1 and v2).

IV. CONCLUSIONS

In this paper, we propose an optimal (the MrNC model)

and heuristic resource allocation strategy (the HMrNC pro-

cedure) suitable for SC-eMBMS broadcast communications

delivered through the MAC-RNC sublayer. We demonstrated

that HMrNC can efficiently derive feasible solutions of MrNC

with a reduced computational load. Unlike VRA and MrT

strategies, both MrNC and HMrNC ensure the desired service

coverage. In particular, the VRA and MrT strategies can de-

liver the considered video streams at the maximum (minimum)

QoS level over MAs which, at least, are 22% (50% and 12%,

respectively) smaller than the desired ones.
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